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Introduction Experimental Setup

Reducing disk reads and writes using the following techniques will save . Processor and DRAM- Intel RAPL interface
significant amount of energy and power:
* Temporal sampling —VWVrite output only every few time steps
* In-situ visualization — Produce images during simulation (without writing
raw data to the disk) and write only the compact image representation

identify eddies in the ocean (shown in figure).Visualization
(statistical model based on performance counters)  through Paraview-Cinema [4].

* Disk — Statistical power model based on iostat
statistics
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Problem Size: 240km grid run for simulated Disk Power

period of one month
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Results > Baseline —“Traditional” post-processing without any sampling Concl usion
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